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Abstract. In the last decade there is extensive and continuously growing crea-

tion of political content in the Internet, and especially in the Web 2.0 social me-

dia, which can be quite useful for government agencies in order to understand 

the needs and problems of societies and formulate effective public policies for 

addressing them. So a variety of ICT-based methods have been developed for 

the exploitation of this political content by governments (‘citizensourcing’), ini-

tially simpler and later more sophisticated ones. These ICT-based methods are 

increasingly based on the use of opinion mining (OM) and sentiment analysis 

(SA) techniques, in order to process the extensive political content collected 

from numerous sources. This paper describes a novel approach to OM and SA 

use, created as part of an advanced ICT-based method of exploiting political 

content created in the Internet, and especially in social media, by experts (‘ex-

pertsourcing’), aiming to leverage the extensive policy community of the Euro-

pean Union, which is developed in the European EU-Community project. Fur-

thermore, some first experimental results of it are presented.        
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1 Introduction 

In the last decade there is extensive and continuously growing creation of political 

content in the Internet, and especially in the Web 2.0 social media, which has the 

form of numerous political postings, comments, articles and debates in various elec-

tronic spaces (e.g. web sites and social media accounts of political institutions and 

traditional or electronic media, political blogs, etc.). Citizens are increasingly using 

the above electronic media as efficient channels for the creation and exchange of ex-

tensive political content, and also for the quick organization of collective political 

action with large numbers of participants (Chadwick, 2009; Shirky, 2011; Bekkers, 

Edwards, Moody and Beunders, 2011). This political content can be quite useful for 

government agencies, as it can significantly assist them to understand the needs and 

problems of society, and the perceptions and feelings of the citizens, and to formulate 
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effective public policies. The ‘wicked nature’ (Kunz and Rittel 1979; Conklin and 

Begeman 1989; Conclin 2003) and the continuously increasing complexity of social 

problems and needs makes this political content even more valuable, as it contains 

extensive knowledge of citizens concerning social problems and needs, which can be 

quite useful for understanding and managing their complexity. 

For the above reasons a variety of ICT-based methods have been developed for the 

exploitation of this political content by government agencies (aiming at conducting 

various forms of ‘citizensourcing’), initially simpler and later more sophisticated 

ones. In this evolution we can distinguish four discrete ‘generations’. The first genera-

tion includes the creation of websites and social media accounts of government agen-

cies, which provide information about existing and planned policies of the latter and 

allow citizens to create political content on them (e.g. comments, suggestions, etc.). 

As this citizens-generated political content becomes massive, it becomes difficult to 

process it manually, and this gives rise to the development of a second generation of 

ICT based methods, which automatically retrieve this political content from various 

sources using (e.g. various social media accounts and websites of the particular gov-

ernment agency) their APIs, and then process it in order to generate various kind of 

‘analytics’ (Kokkinakos et al., 2012; Wandhöfer et al., 2012; Charalabidis and 

Loukis, 2012; Ferro et al., 2013). However, gradually it was realized that the most 

useful political content is generated beyond the websites and social media accounts, in 

numerous ‘external’ political forums, blogs, news websites, and also in various Twit-

ter, Facebook, etc. accounts, without any stimulation from government; this gave rise 

to the development of a third generation of ICT based methods, which are oriented 

towards the automatic retrieval of this ‘external’ content using the APIs of the 

sources, and then its advanced processing (Bekkers et al, 2013; Loukis and Char-

alabidis, 2014; Charalabidis et al., 2014a). The above three first generations of ICT 

tools were oriented towards the political content generated by the general public. This 

can provide valuable insights into the perceptions of the general public concerning 

important social problems and existing or planned public policies, which are definite-

ly quite important for the formulation of effective policies. However, in order to col-

lect higher quality content concerning social problems and public policies it is neces-

sary to target specific communities having strong interest and knowledge on them. 

This leads to the development of a fourth generation of such ICT based methods, 

which focus on the retrieval and processing of high quality content about social prob-

lems and public policies created by experts (‘expertsourcing’); some first research in 

this direction is conducted in the European project EU-Community (partially funded 

by the ‘ICT for Governance and Policy Modelling’ research initiative of the European 

Union (EU) - see http://project.eucommuni-ty.eu/), which aims to exploit and lever-

age the extensive policy community of EU (Charalabidis et al., 2014b; Charalabidis et 

al., 2014c).    

These ICT-based methods are increasingly based on the use of opinion mining 

(OM) and sentiment analysis (SA) techniques (Maragoudakis et al., 2011; Wandhöfer 

et al., 2013), in order to automatically process the extensive political content collected 

from numerous sources, and extract from it useful elements (e.g. main topics dis-

cussed, sentiments (positive or negative), etc.), which enable better insights into social 
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problems and needs, and provide substantial assistance for formulating public poli-

cies. However, the evolution of the ICT-based methods for the exploitation of the 

political content created in various web sites and social media accounts, creates new 

requirements with respect to OM/SA use, and necessitates the development of new 

ways of using OM/SA for meeting the particular needs and serving the objectives of 

each new method. This paper makes a contribution in this direction, by describing a 

novel approach to OM and SA use, created as part of the abovementioned fourth gen-

eration ICT-based method of exploiting political content created in the Internet, and 

especially in social media, by experts (‘expertsourcing’), aiming to leverage the ex-

tensive policy community of the European Union. Furthermore, some first experi-

mental results of it are presented.  

In the following section 2 the EU-Community project is outlined. In section 3 the 

state of the art with respect to OM/SA use in similar project is discussed, together 

with the innovative features of the proposed OM/SA approach for the EU-Community 

project, which is described in section 4. Some first experimental results of it are pre-

sented in section 5, while the final section 6 summarizes the conclusions.        

2 Context: the EU-Community project 

As mentioned in the introduction, though the first three generations of ICT based 

methods for the exploitation of the political content created in the Internet, and espe-

cially in the Web 2.0 social media, were focusing on the general public, it was real-

ized that in order to collect higher quality political content about the social problems 

and the public policies (existing and planned) it is necessary to adopt a more selective 

‘expertsourcing’ oriented approach: to focus on content created by experts, who are 

highly knowledgeable on the specific topic/policy we are interested in and widely 

recognized. This is in line with previous research on policy networks (Skogstad, 

2005; Rhodes, 2006 and 2007), which has concluded that due to the growing com-

plexity and of social problems and policy making, and also their dynamic nature (fre-

quent changes), governments cannot design and implement public policies based only 

on their own information and knowledge resources; for this reason they are increas-

ingly making use of ‘external’ information and knowledge resources of various non-

state actors (initially economic actors and later other social and scientific actors as 

well), and cooperate with them, in order to design and implement effective public 

policies, and this has resulted in the generation of public policy networks.  

The above lead to the development of a fourth generation of ICT based methods, 

which are focusing on the most knowledgeable and credible people on each top-

ic/policy we are interested in. Such a method is developed in the European project 

EU-Community, which aims to exploit and leverage the extensive policy community 

of EU in order to support its policy making. An overview of this method is shown 

below in Figure 1. It consists of three main processes: the first two of them crawl at 

regular time intervals the most relevant external sources of EU policies knowledgea-

ble and credible people, and also of relevant documents of various types, update the 

corresponding databases, and also process the retrieved data, and assess their reputa-



tion/credibility of the former and the relevance of the latter. These databases are then 

used by the third process, which processes users’ queries (e.g. concerning the most 

reputable/credible people, or the most relevant documents on a specific topic, etc.) 

and presents the results, making use of visualization/visual analytics techniques. More 

information about this ICT based expertsourcing method are provided by Charalabidis 

et al. (2014b) and Charalabidis et al (2014c). The research presented in this paper 

concerns the second of the above processes (shown in the right part of Figure 1), and 

focuses on the advanced processing of the retrieved documents through an innovative 

use of OM/SA techniques.  

 

 
 

Figure 1: An overview of the ICT-based expertsourcing method developed in the EU-

Community project  

3 State of the Art 

In order to design the OM/SA approach in the EU Community, we have studied the 

use of these technologies in related recent EU projects, which all aim at the exploita-

tion of various types of political content created by citizens in the Internet, with main 

emphasis on the social media (in order to develop knowledge models, recommenda-

tions, intelligent services, etc.). A review of this OM/SA use approaches is initially 

provided in this section, and then are described the innovative features of the pro-

posed OM/SA approach for the EU-Community project with respect to these recent 

related projects. 



3.1 Related  Projects 

+spaces (2010-2012) 

+Spaces (“Positive Spaces”) was a research project research aiming at supporting 

the formulation of effective public policies by assessing the impacts of prospective 

policies, using political content created in various Facebook and Twitter, alongside 

virtual spaces (VS), like Open Wonderland. Modern VSs can be viewed as micro-

societies, with dynamics resembling those of real world societies, the most evolved 

ones having virtual economies as well as regulations analogous to real-life legislative 

frameworks. Moreover, VSs are controlled environments in which all parameters of 

users' reactions and interactions can be tracked, so they can be very useful for as-

sessing impacts of various policy options. In this project, information retrieval mech-

anisms and ON/SA were applied in order to collect data from VS and process them. 

Structured data from polls and petitions as well as unstructured data from VS blogs 

and debate logs were incorporated, together with relational information like social 

networks from user tracing. 

E-policy (2011-2014) 

The E-Policy (“Engineering the POlicy-making LIfe CYcle”) project aimed at sup-

porting policy makers for ‘engineering’ the policy making life-cycle, integrating both 

global and individual perspectives. Its objectives included assessment of social im-

pacts through opinion mining on e-participation data from various thematic web sites 

and Web 2.0 platforms that allowed users to express their opinions on energy related 

topics through textual messages. In this project opinion mining identified social im-

pacts that should be considered at both global and individual levels. At the global 

level, opinion mining aggregated individual opinions as trend line in order to conduct 

policy evaluation. Finally regression analysis was performed, in which text sentiment, 

estimated as a numeric score in the interval of [-2; 2], with negative (positive) values 

indicating negative (positive) sentiment, was used as one of many independent varia-

bles in impact simulation modules.  

Render (2010-2013) 

The Render (“Reflecting Knowledge Diversity”) project targeted at leveraging di-

versity (viewed as a valuable asset and crucial source of innovation and adaptability) 

in information management, in order to allow for better communication and collabo-

ration. Under this objective, they addressed the problem of sentiment analysis in mul-

tiple domains and several languages, such as English, French, German, Italian, and 

Spanish. They exploited domain knowledge in the form of different sentiment lexi-

cons, as well as the influence of various lexical surface features. Experimental results 

showed that the improvement resulting from using a two-layer model, sentiment lexi-

cons, surface features and feature scaling is quite important, especially in social media 

textual datasets. Also, in this project, a tool was developed that performs sentiment 

classification and visualization of Twitter short texts, which enables the analysis and 

visualization of diversity in tweets. 



Arcomem (2011-2014) 

This project aims to enable memory institutions like archives, museums, and librar-

ies to use and incorporate relevant social media content. A series of initial applica-

tions have been developed for opinion mining from social media using GATE, a 

freely available toolkit for language processing. Based on the work described in 

Maynard and Funk (2011), which focused on sentiments identification in tweets about 

political parties, their methodologies were extended to a more generic analysis of 

sentiment about any kind of entity or event mentioned, focusing on two specific do-

mains: the current Greek financial crisis and the Rock am Ring rock festival in Ger-

many in 2010. For both cases, first a basic sentiment analysis was performed, by asso-

ciating a positive, negative or neutral sentiment to each relevant opinion target, to-

gether with a polarity score. As a next step, entity or event extraction was performed. 

A modified version of ANNIE, the default Named Entity (NE) recognition system in 

GATE, was used in order to identify mentions of persons, locations, organizations, 

dates, times and financial concepts. Sentiment analysis is performed by using a rule-

based approach. 

TrendMiner (2011-2014) 

TrendMiner dealt with large-scale, cross-lingual trend mining and summarization 

of real-time social media streams. This project was very similar to the abovemen-

tioned project ArcoMem, involving more or less the same OM/SA methodology and 

tools. Again, the use of sentiment lexicons, special purpose gazetteers and rule-based 

approaches, under GATE platform, comprised the overall strategy for performing 

OM/SA on social media. 

Padgets (2010-2012) 

PADGETS (“Policy Gadgets Mashing Underlying Group Knowledge in Web 2.0 

Media”) focused on multilingual SA of citizens postings in government social media 

accounts, as a response to government policy campaigns and postings on specific 

topics/policies of interest. The main research objective of this project was to develop 

a methodology and a technological platform for the systematic and centrally managed 

exploitation of the emerging Web 2.0 social media by government organizations in 

their policy and decision making processes (Ferro et al., 2013). Citizens’ postings 

(concerning opinions and comments) in government accounts in a variety of social 

media platforms, such as Twitter, Facebook, YouTube, Blogger, etc., were analyzed 

in order to identify citizens’ sentiments. Since texts in social media tend to be very 

small, a machine learning approach was followed, in which limited linguistic re-

sources were required. There was also a sentiment analysis module that incorporated 

sentiment lexicons, but this proved to perform significantly worse than machine learn-

ing models. Moreover, inclusion of emotional writing style attribute was taken into 

account in order to augment the performance of SA. From a technical point of view, 

feature selection was performed using a hybrid scheme of Support Vector Machines 

and Genetic algorithms. The system was implemented using RapidMiner®. 

Nomad (2012-2015) 

The NOMAD project (“Policy Formulation and Validation through non-moderated 

crowd sourcing”) aimed at enabling government agencies to exploit the extensive 



political content created in the social media beyond their own accounts, in multiple 

external sources (e.g. political blogs and forums, news websites, and various Twitter, 

Facebook, etc. accounts) (Loukis and Charalabidis, 2014). For this purpose there is 

extensive use of sophisticated OM/SA techniques, such as semantically driven textual 

data acquisition, sentiment analysis, thematic analysis, topics extraction and argu-

ments extraction, and summarization. The main technology used was polarity lexica 

with some learning algorithms that exploit name entities. 

3.2 Innovative Features of the OM/SA of the EU-Community Project  

The EU-Community project, in order to meet its particular objectives and require-

ments, has developed a novel approach to OM/SA (described in the following sec-

tion), which includes some interesting innovative features with respect to the above 

similar projects, shown below in Table 1. 

Table 1. Innovative Features of the OM/SA Approach of the EU-Community Project  

Other Projects EU-Community Explanation 
OM/SA is mostly per-

formed on short-sized 

texts from social media 

opinion channels. 

OM/SA is functioning in a dual 

manner, both for short-sized 

opinions posted by users in vari-

ous social media channels, and 

for larger documents, such as 

articles, positions and RSS feeds 

While most existing projects 

focus on small texts, origi-

nating from social media 

platforms, our approach 

supports OM/SA in larger 

documents as well. 

Are based on rule-based 

systems and polarity 

lexicons 

It is using a hybrid model that 

combines polarity resources and 

machine learning 

The proposed approach is 

utilizing both rule-based 

systems and classification 

rules extracted from data 

Provide a single polarity 

estimation for a whole 

document 

It can support a dual mode of both 

document and sentence-level 

OM/SA 

Usually, the sentiment score 

is a single number that de-

scribes the whole document. 

Our approach can support 

either a single score, or a 

detailed sentiment score for 

each sentence. 

Provide an OM/SA sys-

tem that performs solely 

based on the sentiment of 

documents 

It can support topic-based 

OM/SA applied on a collection of 

documents (= extraction of senti-

ment for each topic separately) 

It allows extraction of senti-

ment for a document collec-

tion, based on the main top-

ics are mentioned in them, 

for each topic separately. 

Users can focus on the doc-

uments posted by certain 

people, filter them according 

to their main topics, and see 

the corresponding sentiment 

of each. 



4 An Opinion Mining and Sentiment Analysis Approach 

The EU-Community project, aligned with the recent trends in OM/SA, is seeking 

to exploit key ICT ideas in order to leverage the huge amount of user-generated polit-

ical content existing in multiple external sources, beyond government websites and 

social media accounts, focusing on the high quality content generated by experts, in 

order to support the formulation of public policies. In particular, the general idea of 

the project is that EU policy stakeholders need to be better informed on the most 

knowledgeable and credible people for each specific topic/policy they are interested 

in, and also the most relevant documents. The OM/SA module is mostly concerned 

with the analysis of the documents retrieved from various sources (either large ones 

such as positions, RSS Feeds, articles, etc., or small ones such as comments and posts 

in various social media sources). 

This section describes the proposed OM/SA approach, which initially performs in-

formation extraction from crawled documents, aiming at conducting sentiment analy-

sis on the document as well as on the sentence level, based on filtering according to a 

topic modelling procedure. The linguistic pipeline followed is shown in Figure 2. 

 

Fig. 2.The linguistic pipeline of the proposed approach. 

The first component activated is the crawler, which fetches data from various 

sources, such as RSS feeds, comments on the Euractory platform, Tweets, LinkedIn 

articles, etc. Since one of the main tasks of the EU-Community project is to identify 

relevant documents, we process the fetched documents using a topic-modeling proce-

dure, which can identify the main “concepts” of a document. Topic modeling refers to 

a family of machine learning algorithms, most of them consisted of a probabilistic 

nature, which infer the hidden semantic structure within a set of input documents. The 

main idea behind topic modeling lies to the fact that documents are comprised of 
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some “concepts” (expressed through collections of terms). For the task at hand, we 

performed two different approaches. The former is the well-known Latent Dirichlet 

Allocation (LDA) method (Blei et al., 2003) and the latter is an agglomerative hierar-

chical clustering approach.  

Upon grouping the documents according to their topics, the third module deployed 

was the subjectivity identifier, namely, a tool for discovering whether a document 

contains subjective or objective text. Work in opinion mining often adopts the hy-

pothesis that the incoming documents are opinionated. However, in real-world situa-

tions there is a need to decide whether a given document contains subjective infor-

mation or not, since the subjective sentences are of high importance for our purposes 

as they contain sentiment. The implementation of our subjectivity classifier is cen-

tered upon the methodology proposed by Riloff (2004). In fact, it is a bootstrapping 

approach that learns linguistically-rich extraction patterns for subjective expressions. 

The main principle is that high-precision classifiers, trained by a small dataset of la-

beled instances, perform labeling of a larger set of unannotated data in order to auto-

matically create a large training set, which is then given to an extraction pattern learn-

ing algorithm. The learned patterns are then used to identify more subjective sentenc-

es. The bootstrapping process learns many subjective patterns and increases recall 

while maintaining high precision (recall measures the ability of the module to find all 

available subjective parts of a document, while precision measures the ability of iden-

tifying correctly parts as subjective). 

The final step involves the core component, which performs sentiment analysis. In 

our approach, the subjective sentences are transformed into a vector of weights, ac-

cording to the TF-IDF (Term Frequency-Inverse Document Frequency) model. Prior 

to this transformation, a series of pre-processing steps is undertaken, as shown in 

Figure 1. Tokenization includes the steps needed for removing any non-linguistic 

token and then taking care of contractions (e.g. didn’t) and transforming all cases to 

lower for reducing the vocabulary size. Upon tokenization, the removal of non-

informative, trivial tokens, called as “stopwords” was applied. Usually, these lists 

include tokens such as articles, personal pronouns, etc. In the present module, a cus-

tom list of stopwords was used as provided by RapidMiner®. Stemming is about 

keeping the core lexical form of a word from its various forms (e.g. say, says, saying, 

and said are all replaced by say). The next steps was about analyzing the part of 

speech of each token and keeping the most prone to contain sentiment such as adjec-

tives, adverbs and verbs. In order to deal with text appearing in social media, which is 

characterized by idioms, abbreviations, emoticons, etc., a special gazetteer was tai-

lored to identify them, and then replaced them by lexicons tokens (e.g. the emoticon 

 was replaced by happy). The gazetteer also took punctuation marks into account 

and transformed them into tokens as well, since it is evident that there is a certain 

style when using such marks in social media texts (e.g. !!! was transformed as frustra-

tion).  

Afterwards, a sliding window of N tokens was considered, in order to retain neigh-

boring lexical content. N-grams are well known in computational linguistics and pro-

vide useful information about the context of a given term. For example, when we 

consider N-grams of N=2 (i.e. bigrams) we could capture sentiment information such 



as “pretty stupid”, while if we only consider single tokens then the word pretty would 

be assigned a positive sentiment and the word stupid a negative one. For our experi-

ments, a value of N=2 and N=3 was respectively selected, with N=3 providing the best 

classification results. The next step utilized SentiWordNet, a sophisticated resource 

that encompassed semantic information (Miller, 1995). The motivation for this is 

based on the following idea: collection of affective words in a sentiment lexicon is 

tricky because such lexicons are limited to their domain and do not take into account 

the relation between words. Finally, due to the large amount of available features, 

generated by all the aforementioned pre-processing steps, we engaged a Support Vec-

tor Machine (SVM) classifier to weight each feature and eliminate those with lower 

weights. 

5 Experimental Results 

With respect to the data used in the experiments, initially we manually annotated 

some instances that were returned from the crawling component, upon removing non-

English texts. As for evaluation, it was conducted for three different variations: 

 Using Polarity Lexicon (PL) only. 

 Using Machine Learning (ML) with all previous steps apart from the SentiWord-

Net feature; 

 The hybrid ML method, i.e. the combined Polarity Lexicons and ML approach 

(HML). 

In order to calculate the performance, a method of 10-fold cross-validation using 

stratification (i.e. keeping the ratio of the class instances in the training and test sets 

constant) was followed. The performance was measured using precision, recall and 

accuracy, using three ML algorithms (Naïve Bayes, Support Vector Machines and 

Multi-Layer Perceptron Neural Networks), also comparing with a baseline classifier 

(i.e. a majority vote classifier, which always replies by selecting the most represented 

class in the dataset). The distribution of classes in the data was as follows: 103 nega-

tive, 614 neutral and 118 positive. The equations of each metric are provided below: 

 

Here, tp are the correct positive predictions (true positives), fp are the incorrect 

ones (false positives), tn are the correct negative predictions (true negatives) and fn 

are the incorrect ones (false negatives). In other words, recall is the relative number of 

the correctly classified instances that were actually classified, precision is the relative 

number of correctly classified instances among all those classified and accuracy is the 

proportion of the instances of the testing set that were classified correctly against all 

instances. 



In the Figures 3, 4 and 5 we can see the evaluation results for each metric (accura-

cy, precision and recall respectively). It is evident that the hybrid method HML of 

combining Polarity Lexicons with Machine Learning (Support Vector Machines) 

gives the best results.  

 

Fig. 3. Evaluation results of the proposed approach - Accuracy 

 

Fig. 4. Evaluation results of the proposed approach - Precision 

 

Fig. 5. Evaluation results of the proposed approach - Recall 
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5.1 Subjectivity Identification Results 

In order to evaluate this task, a set of well-known datasets, also used by other rele-

vant works, was adopted. Specifically, as a lexicon we used both the subjectivity lexi-

con considered in Rodrigues et al. (2008), as well as a slang lexicon created by our 

team. The subjectivity lexicon consisted of about 8.000 words, stored in a form that 

retains the following information: Term, Subjectivity Type (strongsubj or weaksubj), 

POS tag and Polarity as returned by SentiWordNet. Furthermore, for our subjectivity 

and polarity classification we used the datasets of IMDb movie reviews used also in 

Pang et al. (2002) and Wiegand et al. (2013). In the following Table 2, we can see the 

results (accuracy, precision and recall metrics). By observing the outcome, the pro-

posed system can predict subjective sentences quite satisfactory (79.1%) however, it 

has some difficulties in identifying all of the existing subjective sentences in the da-

taset.  

Table 2.Subjectivity Identification Results 

Accuracy Precision Recall 

66.3% 79.1% 58.6% 

6 Conclusions 

Governments are increasingly interested in exploiting the extensive political con-

tent created in various web sites and social media accounts, in order to obtain a better 

understanding of the needs and problems of society, and also the perceptions and 

feelings of the citizens, and to formulate effective public policies. This has led to the 

development of a variety of ICT based methods for this purpose, which are rapidly 

evolving and become increasingly sophisticated. The most critical technology for 

their effectiveness is the OM/SA. The evolution of these methods creates new re-

quirements with respect to OM/SA use, and necessitates the development of new 

ways of using OM/SA for meeting the particular needs and serving the objectives of 

each new method.  

In the previous sections of this paper has been described a novel approach to OM 

and SA use, as part of an advanced ICT-based method of exploiting political content 

created in the Internet, and especially in social media, by experts (‘expertsourcing’). It 

includes interesting innovative features: it performs OM/SA both for short-sized opin-

ions posted by users in various social media channels, and for larger documents, such 

as articles, positions and RSS feeds; it is using a hybrid model that combines polarity 

resources and machine learning; it can support a dual mode of both document and 

sentence-level OM/SA; and also it can support topic-based OM/SA applied on a col-

lection of documents (= extraction of sentiment for each topic separately). 

The first experimental results are encouraging. However, it requires further evalua-

tion using more real life data (so that a better training of the classifiers can be made), 

which will identify strengths and weaknesses, and lead to improvements. This is al-

ready in progress, as part of the EU-Community project: pilot applications of the 



whole ICT-based expertsourcing method developed in this project (Figure 1) have 

been planned for the near future, which will enable a better evaluation of the proposed 

OM/SA approach with more data. Also, further research is required on the combina-

tion of such fourth generation methods (oriented towards expertsourcing) with the 

ones of the previous generations (oriented towards the general public), so that 

knowledge, perceptions, opinions and ideas from the general public on one hand and 

from experts on the other hand can be combined for the formulation of better public 

policies.    
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